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It is shown that the solution of the Fredholm Integral equation 
X 

u(t,;~)=~(t)+Sk(t,y)u(?/,2)dy, ogtgrg x to.11 
0 

can be expressed intermsofthe two functions Q = @ (t, 2) and Y = Y (y, x), 
each of which depends only on two arguments. There is obtained a complete 

Cauchy system for these two functions and for a third auxiliary function2 = Z (x). 
More than twenty years ago, Krein [ 1 ] derived a partial differential equ- 

ation for the Fredholm resolvent . Several years later this equation was obtained 

independently by Bellman [ 2 ] on the basis of a variational principle. 
The purpose of the present paper is to deduce a oomplete system of differential 

equations, one of which is the Krein - Bellman equation, .and then to obtain a 
representation of the solution of the Fredholm integral equation by using functions 
Q = r_~ (t, 5) and Y = Y (y, X) in place of resolve& containing three arguments. 

Reduction of Fredholm integral equations to a Cauchy system is described in detail 
in the book 133. The ideas of this paper are an extension of the Sobolov’s [4] ideas. 

1. Introducing the resolvent K, the solution of (0.1) can be represented in the 
form 

X 

u (r, r) = g (t) i- s K (& Y, 2) g (Y) &/, 0 < t d x 
(1.1) 

0 

The resolvent K satisfies the integral equation 

K (WI Y# r) = k (wt Y) + [ K (w f, 4 k (5, y) d6, ogw,Y<s~x (1.2) 

0 

Let us introduce the auxiliary function I#I as a solution of the integral equation 

Comparing the integral equation (1.3 ) with the integral equation for uIE obtained 
by differentiating (0.1) with respect to z and using their linearity, we have 

ux (t, 4 = @ @, xj u (5, 5) (1.4) 

Let us define a new function Y as 

390 
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Y (Y, 4 = K (2, Y, 4, 0 6 Y 6 8 6 X (1.5) 

Then (1.1) can be written as follows for r = 5 : 

z 

rr@)=g(~)+ p(y.“MyPY (1.6) 

0 

u (z) = u (5, 5) (1.7) 

Integrating both sides of (1.4) with respect to x and using (1.7)) we obtain 

CC 

(1.8) 

Substituting (1.6 ) Into (1.8 ) , the solution of the Fredholm equation can be written 
as follows [5]: 

This formula yields the solution u (t, 2) expressed in terms of the auxiIiary func- 

tions Q, and I which depend on two arguments(the resolvent K depends on three 
arguments ) , 

It is seen from (1.5 ) and (1.2) that Y satisfies the integral equation 

Y (Y, 2) - k (z, Y) + i ‘3~ (Y’, 5) k (~‘9 Y) dy’, O<YBXdX (1.10) 

0 

2. If the substitution 

is made in (1.9), then 

g (t) = k (r, Y), 0 d t < = 

u 0, 2) = K (r, Y, 5) 

(2.1) 

(2.2) 

Substituting the relation (2.1) into (1.6) and comparing the equation obtained with 

(l.lO),we have U (t) = ‘P (Y, t). Using (2.2) and (1.8). we obtain 

K (h Y, 3) =Y(Y,t)+S~(l,~)Y(Y,w)dw 
t 

(2.3) 

IkaIIing the integral equations (1.3) and (1.10) for @ and V, we see that 0 

and ‘I’ aredefined for z < t and II < t, hence ,(2.3)issuitablefor allvaluesof t, 
Ye Differentiating (2.3 ) with respect to z, we obtain partial differential equations 

for K depending on the functions @ and Y 
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xx (6 YI 4 = @ @. 4y (Y, 4 
K 0, YY Y) = Q, (4 Yf, Y> t 

K tt7 Yv t) = y (Y, q, t > y 

(2.4) 

Equations (1.2 ) and (1.3 ) yield 

Q, (t, .z) = K (t, 5, 5), 0 < t g 3 

Equations (2.4) and (I,3 ) yields 
(2.5) 

K, (t, Y, X) = K (t, e, 5) K (z, Y, 4, 0 < ET y < 5 

i. e., we arrive at the Krein - Bellman equation. 

(2.6) 

3. Let us derive differential equations for the functions @, Y. K and Z. 
We start with the function cf, (tl s)+ We differentiate (1.3 ) with respect to & 

which yields x 

0, (rt a) = A it* z) + 5 k (G Y) aX (y, 2) dY (3.1) 
0 

A (t, 4 = k, (t, z) + k (t, +b (3, 5) (3.2) 

Let us note that (3. I) for CD, agrees with (0.1) for u (t, 5) if we substitute 

g (t) = A 0, ~1 (3.3) 

in (0.1). 

The solution for u is given by (1.8 ) and (1.6 ) , hence the solution for Q, can also be 
expressed by the relations (1.8 ) and (1.6 ) upon compliance with condition (3.3 ) . Simi - 
larly to (I, 8) , we obtain 

(3.4) 

Let us derive a differential equation for the function Y fu, 4. To do this, we 
differentiate both sides of (1.10) with respect to z 

y, (YI x) = B (Y, x) -t- i Yx (w,x) k (w, x) dw 
(3.5) 

a 

B (Y, 4 = h (5, Y) + I (5, .+ (2, Y) 

We now examine the auxiliary integral equation 

(3.6) 

v (Yt 2) = h(y)+ ‘su(w,~)k(w,~)dw, OGY,<XGX (3.7) 
0 

~fferentiat~g (3.7 ) with respect to z and comparing the result with f 1. IO), we 
obtain 

VX (Y, 2) = y (Y, z)v (t, 2) (3.8) 

Integrating (3.8) with respect to T , we obtain 
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Let us introduce the resolvent of the kernel L (w, Y, 31, then the solution of the 
equation is expressed as follows: 

(3.10) 

The solution of (3.9) will be 

v(Y*3e)= v(Y)+[Yl(Y,W)V(+JLo 
b 

v(z)~u(z,z)=h(z)+ShoL(w,z,.)dtu 
0 

(3.11) 

(3.12) 

We determine the function L (w, 5, 2). To do this, we equate the right sides of 
(3,7 ) and (3.10 ) and obtain 

z x 

s v(w,x)k(w,y)dw= h(w)L(w,~,~)dw 
s 

0 0 

(3.13) 

In conformity with (3.10 ) , we write an expression for v (w, z) , where we replace 
the variable of integration by 5. Substituting this expression for ZI (ut, S) under the 
integral sign in (3.13 ) , we obtain 

Lx 

Sh(w)k(w,y)dw+~k(w,y)d. Sh(S)L(S,w,r)at=Eh(w)L(~y.z)dw 
(3.14) 

0 0 0 0 

Let us replace w by f and t; by w in the second term in the left side of (3.14) 
and let us collect terms in h (w), Taking into account that h (w) is an arbitrary 
function, we hence obtain the Integral equation 

(3.15) 
L (w, Y* N =k(w,Y)+SL(w,5,.)k(5,Y)d(; 

0 

Taking into account the Fredholm integral equation (3.7 ) and its solution (3.10 1, 
we write the solution for the Fredholm integral equation (3.15) in the form 

L(w,y,r)=k(wiu)+SKjw,5)L(5,Y,.)d6 (3.16) 

0 

Substituting p.= z into (3.16 ) , and f = w into (1.3 ) and equating the results, 
we obtain 

L (w, 5, 5) = @ (w, 51, 0 d w < 5 d X (3. 17 > 
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Using(3.17),we write the solution for v (Y, 2) determined by (3.11 )and (3.12 ) 

in the form r 
(3.13) 

(3.19) 

Comparing (3.5 ) and (3.7 ) , we remark that Ix satisfies the integral equation 
(3.7 ) if we set 

h (B) = B (Y, 4 (3.20) 

We hence conclude that under the condition (3.20 ) the solution for ‘lrS agrees 
with the solution for ZJ (g, s) determined by (3.18) and (3.19). It is hence possible 
to write the solution for YR in the form 

‘y, tys 4 - I’ (v, 2) + i ‘J’(yi WI P (w, x)dw, OGY<Z (3.21) 

xl 

Let us introduce the new function 

2 (t) = Q, (5% 21, 

Differentiating (3.22 ) with respect to X 

o,<zgx 

we obtain 

(3.22) 

(3.23) 

(Dz (I, 5) = 

Differentiating (1.3) for CD with respect to t and setting t = z , we obtain 

The function tp, (x, e) agrees with <Dr (t, I). If we substitute t = “1, we 
obtain in conformity with the first equation in (3.4) 

@, (5, 2) = R (x, x) (3.25) 

Substituting (3.24 ) and (3.25 ) into (3.23 ) , we obtain an integro-differential equa - 
tion for 2 (x) 

d.Z (5) 
- = k, (x, x) + dx k, (2, 5) @ (51 x) dc + R (21 x) 

0 

(3.26 > 
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Here t according to the second re~~ons~p in (3.4 1 and CL2 1 

R(s,r)=A(r,2)fSIY(5,2)A(5,Z)ag 
0 

(3.27 1 

4. Le.t us determine the initial conditions for the functions QD, pt and z, X. 
We obtain the initial conditions for @ from (3.22 ) by ~~ti~~ng x = t 

@ ft, t) = 2 (t) I4.1) 

In order to obtain the initial conditions for K , let us recall (2.5) and (1.5 ) , Sub- 
stituting t = y = x therein, and using (4.1) , we obtain 

Q, (5, z) = y (x, 5) = K (2, I, zl = z (s) (4.2) 

It is seen from (4.2 ) that tie initial condition for ?I! is 

y (Yr Y) = z f!!) (4.31 

The initial condition for Z (4 is obtained by substituting 5 = 0 in(2.2 Iand (4.2 ) 

z (0) = k (0, 0) (4.4) 

The Initial conditions for the resolver& K are given by the last two relationships 
fn (2.4 1. S 2,. tkbofev E 6 3 examined this question. 

5, Thus, a system of in~gm-~ffer~ntial equations (3.4 1, (3, 21 1, (3.26 Iand (2.4 1 
(the first equation ) with initial conditions (4.11, (4.3 1, (4.4 ) and (2,4 1 (the last two re- 
Ia~o~hips ) has been obtained. The integrals can be approxlmat~ by a finite sum and a 
computational technique can beused. After the functions Q, and Y have been determined 
from (3.4) and (3,21), the function u can be determined by (1.8 ) and (1.6 1. 

The differential equations for @, Y and 2 are a complete system which can be 
used for the numerical determination of these three functions _ If-the Krein - Bellman equ- 
atian (2.6) and ~einitialcondi~ons from (2.4 ) are appended t then a complete system 
of equations to determine 2, @, Y and K is obtained. 
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